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ABSTRACT
Clinical psychology literature indicates that reframing ir-
rational thoughts can help bring positive cognitive change
to those suffering from mental distress. Through data from
an online mental health forum, we study how these cogni-
tive processes play out in peer-to-peer conversations. Ac-
knowledging the complexity of measuring cognitive change,
we first provide an operational definition of a “moment of
change” based on sentiment change in online conversations.
Using this definition, we propose a predictive model that can
identify whether a conversation thread or a post is associated
with a moment of cognitive change. Consistent with psycho-
logical literature, we find that markers of language associated
with sentiment and affect are the most predictive. Further,
cultural differences play an important role: predictive mod-
els trained on one country generalize poorly to others. To
understand how a moment of change happens, we build a
model that explicitly tracks topic and associated sentiment
in a forum thread.

CCS CONCEPTS
•Human-centered computing→ Social network anal-
ysis; • Computing methodologies→Natural language
processing; Discourse, dialogue and pragmatics.

KEYWORDS
mental health; computational clinical psychology; social com-
puting; social media; online communities; topic modeling
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1 INTRODUCTION
One of the most empirically supported and popular forms 
of psychotherapy [34], Cognitive-Behavioral Therapy (CBT) 
is grounded in the well observed phenomenon [13, 30] that 
people experiencing psychiatric distress are more prone to 
negative beliefs about their future, self, and world [11]. Ad-
ditionally, these negative beliefs can serve as the base for 
the cognitive biases [12] that sustain a depressive episode. 
To counter these negative beliefs, a foundational part of 
CBT is the process of working alongside someone experi-
encing distress to restructure these automatic thoughts and 
reinterpret emotional stimuli, a process called cognitive re-
structuring [11]. The cognitive changes brought about by 
this process have been shown to have a strong relation with 
symptom change [8, 27] and therapeutic improvement in the 
treatment of depression [42]. As a result, cognitive change 
has been theorized as a causal mechanism of change in the 
treatment of depression and associated distress [45].

Cognitive restructuring is considered a particularly power-
ful exercise because it can be effective outside the bounds of 
the clinician’s office. For instance, it has been administered 
successfully through the internet [19] and through mobile 
phones [69]. In particular, cognitive restructuring is also 
helpful in controlled settings when administered via peers 
in online support forums [38, 48, 52].
Correspondingly, many such online forums exist that fa-

cilitate virtual therapeutic interactions among peers, such as 
TalkLife1 and 7Cups2. Unlike in controlled settings, however, 
responders on these forums often have little or no training 
in cognitive restructuring. Thus, a natural question to ask is 
how peer-to-peer conversations on such forums provide sup-
port and lead to positive cognitive change. While significant

1https://talklife.co/
2https://www.7cups.com/
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work has studied the content-based [31, 61], affective [21]
and supportive [7] parts of these interactions, little is under-
stood about how these factors contribute to cognitive change.
A better understanding of these factors can shed light on
the underlying processes of cognitive restructuring and help
design online forums that provide effective peer support.

In this paper, therefore, we study a dataset of conversations
from an online mental health forum, Talklife, and propose
methods to identify moments of positive cognitive change.
In general, identifying moments of cognitive change is a
complex problem because different individuals may express
a change in different ways, and improvement is typically de-
tected by questions from validated psychological scales [63].
Thus, while a comprehensive definition of cognitive change
from conversational data is impossible, we propose a defini-
tion of cognitive change based on change in sentiment that
can be operationalized for mental health forums and covers a
non-trivial subset of possible cognitive changes. Specifically,
we define cognitive change in an online mental health forum
as a change in sentiment over any topic that was causing
psychiatric distress to an individual. That is, whenever an
individual expresses a positive change in sentiment for a
topic on which they expressed prior distress, we define it
as a moment of positive cognitive change, or simply a
“moment of change.”

Through this restrictive definition, a quantitative analysis
of moments of change becomes possible. We construct two
ground-truth labels for moments of change: one based on
crowdsourced labels of topic and sentiment for each post,
and the other based on tracking specific phrases that convey
expressions of feeling better or experiencing a change in
perspective. The former provides an accurate measure of a
moment of change, whereas the latter allows coverage over
a larger set of posts from Talklife users.
We design two prediction tasks based on these labels:

thread-level and post-level. Given data on all posts from
a thread, the goal of a thread-level prediction is to identify if
the thread contains a moment of change. This formulation,
however, does not allow analysis of a thread as it proceeds.
To simulate a prospective analysis, we design a post-level
prediction task of deciding whether a given post corresponds
to a moment of change, given information on only the prior
posts in the same thread. For both prediction tasks, a ma-
chine learning model based on linguistic features can iden-
tify threads with moments of change with high accuracy
(AUC=0.9). Sentiment and affect-based features of the re-
sponders’ posts are the most predictive of a thread or post
having a moment of change. In addition, threads with mo-
ments of change are likely to have longer messages and more
posts than those without a moment with change.

Throughout, we find the importance of culture-awaremod-
els. As predicted by theories of cultural difference [25, 50],

we find a marked difference in expression of distress between
people from different cultures. In particular, prediction mod-
els generalize poorly: when trained on a dataset of Indian
users and tested on non-Indian users, the AUCmetric for our
best performing model drops from 0.90 to 0.68. Threads with
moments of change are also more likely to have responders
from the same country as the original poster.
While predictive models can be used to track the future

potential of a thread leading to a moment of change, they
tell us little about how cognitive restructuring happens. To
do so, we return to our definition of a moment of change
and develop a model that explicitly tracks topics and asso-
ciated sentiment in each post as an approximation for the
changes in affect surrounding cognitive restructuring pro-
cesses. Associating a distressed user’s change in sentiment
on a topic with specific posts in the forum thread can help
to estimate the conversation pathways through which cog-
nitive change happens. We call it the “SentiTopic” model.
While the theory-driven SentiTopic model has a lower accu-
racy than the ML-based predictive model, it generalizes well
across cultures. Overall, our results demonstrate the value
of modeling mental health support conversations, as a way
of identifying and directing support to users who may not
be getting the help that they need within a thread.
Privacy, Ethics and Disclosure. All data analyzed was
sourced (with license and consent) from the TalkLife plat-
form. All personally identifiable information was removed
from the data before analysis. In addition, all work was ap-
proved by our institution’s Institutional Review Board. This
work does not make any treatment recommendations or diag-
nostic claims.

2 RELATEDWORK
We build upon two streams of past work: computational
analysis of cognitive change and well-being in online forums,
and aspect-based sentiment analysis and stance detection in
social media.

Patterns of cognitive change and support
There is a rich body of work from clinical psychology investi-
gating the processes that lead to positive cognitive, affective,
and behavioral change [42]. Using this work as a founda-
tion, recent studies on digital mental health have applied
computational techniques to analyze cognitive change.

Drawing from therapeutic discourse analysis [43], Howes
et al. [39] and Althoff et al. [6] use computational linguistics
to study conversations between people and designated coun-
sellors. Howes et al. find that topic and sentiment features
in a conversation are important for predicting change in
symptom severity for patients with depression. Instead of
characterizing individual conversations, Althoff et al. look at
transcripts from each counsellor in aggregate and investigate
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conversational patterns of a good counsellor. They find that
differences in language use and turn-taking distinguish suc-
cessful counsellors. In this work, we extend these analyses
to look conversations in widely participatory online forums
with peer supporters, most of whom do not receive any
training in counselling. Additionally, unlike Althoff et al.’s
exclusive use of crisis-based conversations, online mental
health forums ptentially exhibit a broader range of cognitive
changes, since suicidal ideation tends to ebb and flow [65]
and distress is not exclusively expressed when an individual
in crisis [14].
In controlled settings, effectiveness of online peer sup-

port for mental health has been demonstrated through ran-
domized controlled trials where participants were explicitly
coached to engage with other participants in the forum [38]
or identify cognitive distortions when having conversations
with others in the peer support community [48]. While this
line of work has been effective at reducing symptoms and
increasing cognitive reappraisal, it was done within a con-
trolled environment that explicitly encouraged cognitive
change, an environment very different than most lightly
moderated online mental health forums.
On mental health forums, De Choudhury et al. [23] ana-

lyzed specific comments on posts to understand what distin-
guishes supportive language, with the goal of determining
whether a user eventually disclosed that they were suicidal.
We use similar features in our work to build models for pre-
dicting a moment of change. In addition, while their analysis
was focused on users’ overall affective language, we consider
affect for each topic separately in our proposed SentiTopic
model. This is because an increase in overall sentiment may
not necessarily indicate a moment of change, but possibly
be a sign of avoidance or evasion [53] due to conversational
techniques such as pivoting discussion to unrelated topics.

Motivated by the above work, our first research question
pertains to predictability of a moment of change.
RQ1: To what extent are moments of change predictable?

RQ1a: Given all posts in a thread, can we predict whether
the thread includes a moment of change?

RQ1b: Can we predict whether an individual post will
include a moment of change, before it happens?

Uncovering pathways that lead to cognitive change
Cognitive change in online forums can also seen from a dis-
cursive perspective. In their study of what causes a change in
stance in argumentation community on Reddit, Tan et al. [66]
used linguistic and metadata-based features to analyze and
predict the persuasiveness of an individual post. Features
such as the linguistic distance between two posters, the sen-
timent of the posts, and the complexity of the post were all
predictive of whether a particular post caused an original
poster to change their mind, a form of cognitive change. Wei

et al. similarly predicted the influence of a poster in changing
an original poster’s mind in a similar context [70].

In mental health forums, however, cognitive change likely
occurs through multiple posts that discuss multiple topics,
unlike argumentation subcommunities where a specific argu-
ment is being debated such as the Change My View subred-
dit [41] or the Wikipedia editing forum [73]. In addition, the
sentiment of a user towards the topic may also be associated
with cognitive change, as we discussed above.

From a Natural Language Processing (NLP) perspective,
computational linguists have approached the problem of ac-
curately detecting sentiment towards various topics through
aspect-based analysis [33]. Applied NLP work in this area
has centered around analyzing user reviews [40] or political
science data [28]. For instance, Zubiaga et al [74] created a
sequential-based model that uses the tree structure of social
media text to more accurately model rumor classification
in Twitter tasks. A second problem for detecting moments
of change is in comparing intensity of sentiment. While
researchers have modelled sentiment polarity extensively
[55], sentiment intensity is a relatively new field of research
[35, 47]. Out of all the current off-the-shelf NLP models, we
found VADER [35] the most suitable for estimating strength
of sentiment in social media data and thus we use it for our
analysis.
In addition to sentiment modeling, we utilize NLP tech-

niques such as word embedding [67] and topicmodelling [62]
to track changes in sentiment over topics mentioned in a
forum thread, leading to our second main research question:
RQ2: What are the conversation pathways that lead to mo-
ments of change?

3 DATA
To understand how cognitive change processes happen in an
organic online mental health environment, we use data from
the peer support forum Talklife [3]. Talklife, a peer support
network for mental health founded in 2012 [1], has been
designed as a safe space for people to be open about distress
and talk through it alongside others [49]. As a result, users of
the website discuss diverse topics from normal online banter
to self-harm and running away from home [49]. Talklife fo-
rum usage is characterized by individuals posting a message,
often a question asking for advice or comment expressing
distress, and other individuals contributing support in the
form of comments on that initial post. Typically, the original
poster who started the thread of comments will discuss the
issue introduced in their initial post with other responders
in the thread. Throughout this paper, we refer to the person
who starts a Talklife thread as the original poster or “OP”, and
the people who respond to the thread as responders or “non-
OP.” Our dataset consists of a random subsample of all posts
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on Talklife from May 2012 to June 2018. All posts analyzed
were in the Latin script.

Defining the Problem Space
We begin by quantitatively defining a moment of change.
Moment of change: A positive change in sentiment for the
OP on a topic that was mentioned by the OP in their first post,
over the course of a conversation in a single forum thread.
To find threads in which moments of change occur, we

construct a sample of threads in which an individual ex-
pressed some form of psychiatric distress and filter out the
rest. Similar to De Choudhury et al’s technique to find ex-
pressions of an anxiety diagnosis online [29], we selected
a subset of threads that used keywords that are indicators
of distress. First, we selected threads that included words
labelled by Talklife as trigger words including nouns like
“suicide” or verbs like “cut.” These words are often associated
with the expression of distress and thus used on the platform
to label content with a trigger warning—an indicator that
a post might contain content that may inadvertently evoke
upsetting thoughts and harmful behavior [44]. Second, to
allow a broader set of threads, we also include adjectives
that people with mental illness often use to describe their
affective state. Specifically, we used negative adjectives from
CBT worksheets [4] that are designed to effectively label
one’s emotional state. Using this content filtering, we obtain
a dataset of 46,832 threads with 415,716 posts.

Deriving a Ground Truth
When using naturalistic social data for behavioral research,
creating a ground truth dataset to validate findings can be
difficult [24, 72]. Common strategies used to gather ground
truth data for mental health and social computing include
using domain experts [9, 24] or crowdworkers [20, 68] to
manually label and validate data, or using domain knowl-
edge to derive a ground truth [29]. In this work, we utilize
crowdwork and domain knowledge to create two different
ground-truth datasets.
We first construct ground-truth data directly based on

our definition of moment of change. We collected a sample
of 2500 posts and designed a crowd-sourcing task to label
the sentiment associated with a given post on 7 point Lik-
ert scale, with options ranging from strongly negative (-3)
to strongly positive (3). Each post was labeled by 3 raters.
The average pair-wise difference in rating for the same post
was 0.51, indicating that on average, raters disagreed to less
than 1 rating point. 3 Moreover, when there was a disagree-
ment, a majority involved a difference of 1 rating point For
3The Fleiss’ Kappa inter-rater reliability score was 0.4437, showing mod-
erate agreement. This statistic, however, underestimates rater agreement
by considering each of the seven sentiment classes to be equidistant and
independent.

instance, the post “I'm depressed and have days where I sob
uncontrollably”, received two strongly negative labels and
one negative label. Posts with higher level of disagreement
were often those that included both positive and negative
content.
We labelled the sentiment of a post as the mean of the

sentiments reported by each rater. To identify threads that
contained a moment of change, we selected threads in which
the mean sentiment increased by at least one rating point.
We call this dataset the annotation-based dataset.

While the above dataset corresponds to the sentiment-
based definition of moment of change, it is limited in size
due to the dependence on manual labeling. To create a larger
scale dataset, we collected a set of phrases that are associated
with the OP feeling better, based on a qualitative analysis of
Talklife forum threads. We then did an exhaustive search on
our Talklife dataset to select posts that mention any of these
phrases and marked them as having moments of change.
Specifically, we used regular expression-based phrases to
detect when the OP said that they felt better (such as “I feel
much better now” ), or when the OP acknowledged advice
from someone else in the thread (such as “You have a point”
or “I had never thought of that” ). We omitted any threads in
which this happened in the first post after the original post. 4
We refer to this dataset as pattern-based.

To validate our larger, pattern-based ground truth labels,
we trained a gradient boosting classifier to identify whether a
thread has amoment of change, as described in our predictive
analysis section. When trained on the pattern-based labels,
and tested on the crowdsourced labels, this classifier reported
AUC of 0.8, showing consistency between our crowdsourced
and pattern-based methods of identifying a ground truth of
which threads contain a moment of change.

Splitting up into culture-specific datasets
Since expressions of online support can widely differ be-
tween individuals from different cultures [25], we constructed
two culture-specific datasets: one corresponding to threads
started by Indians and the other to threads started by people
from other countries (who we refer to collectively as “non-
Indians” ). We chose to focus our attention to Indian users
of Talklife due to the rich literature on the diversity of ex-
pression of mental illness in India [60, 71], and past work on
Indian members of online mental health communities [25].
Thus, our final dataset comprises of 25,537 threads from

Indians without a moment of change and 295 threads from In-
dian users with a moment of change. Among threads started
by non-Indians, we obtain 14,604 threads without a moment

4In many cases, this occurred when the OP was responding to a post that
was deleted later, or if the OP was adding a comment to provide further
clarity on their original situation.
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of change and 6,396 threads with a moment of change. Addi-
tionally, to compare these culture-specific with the general
population, we also construct the combined dataset, which
we call the Culture Agnostic dataset.

4 DESCRIPTIVE ANALYSIS USING METADATA
We begin our analysis by describing metadata-based aspects
of threads that contain a moment of change and comparing
it with those that do not. On average, there were 9 mes-
sages (mean (µ) = 8.88, median (ν ) = 5.0, standard error (se)
= 0.12) in a thread (including the original post), with each
response to the original post having an average of 17 words
(µ = 17.11, ν = 12.67, se = 0.08). However, within threads
that had a moment of change, there were 12 messages on
average (µ = 11.70, ν = 8.0, se = 0.26), with an average
of 27 words per response to the original post (µ = 26.53,
ν = 22.0, se = 0.21). When testing the average number of
messages in a thread and average number of words in a mes-
sage between threads with and without moments of change
via Welch's t-test, the p-values were less than 2.08x10−29.
This indicates that threads with moments of change have a
higher amount of interaction than threads without moments
of change, potentially as a result of responders doing more
work to express empathy and dissect the cognitive distor-
tions associated with the specific issue that an OP raised in
the thread. Moments of change, on average, would happen
in the 7th response to the OP’s first post (µ = 6.92, ν = 4.0,
se = 0.17).

These numbers varied when solely looking at the Indian
population of Talklife users. On average, in threads initial-
ized by Indian users, there were 6 responses in the thread
(µ = 6.32, ν = 4.0, se = .13) and an average of 13 words
per response (µ = 13.34, ν = 9.5, se = .08). However, in
threads initialized by Indian users that contained a moment
of change, on average, there were 15 responses in the thread
(µ = 14.60, ν = 9.0, se = 1.05), with an average of 22 words
per response (µ = 21.64, ν = 17.42, se = 0.93). These dif-
fered with a p value of 3.997x10−14. Moments of change,
on average, would happen in the 8th response to the OP’s
first post (µ = 8.14, ν = 5.0, se = .60), which is statistically
different from the overall moments of change dataset with
p-value of .04. Overall, these results indicate that threads
with a moment of change tend to have high amounts of in-
teraction, wherein the relative difference is higher when the
OP is Indian.

Since social support on Talklife often transcends national
borders, we also looked at the percentage of responders that
are from the same country as the OP. For the 93 percent of
threads for which location data was available, we found that
on average, 41 percent (µ = 40.70, ν = 40.0, se = 0.15) of
responding posters on the threadwere from the same country
as the OP. However, in cases where there was a moment

of change, an average of 48 percent (µ = 47.7, ν = 47.1,
se = .003) of responders were from the same country as
the OP. This difference is statistically significant (p-value =
4.30x10−97). In cases where the OP was Indian, this number
increased: an average of 54 percent of posters (µ = 53.93,
ν = 50.0, se = 1.14) were from the same country as the
OP, with a statistically significant difference between Indian
threads with and without moments of change (p-value =
5.67x10−8). Thus, across Indian and non-Indian datasets, we
find that threads with moments of change are likely to have
a higher number of responders from the same country as
the OP, in line with past research suggesting that therapists
with similar identities as their clients are more positively
received [16].

5 FEATURES FOR PREDICTIVE ANALYSIS
Informed by the patterns observed in our descriptive analy-
sis and previous work done in computational psychiatry and
computational linguistics, we now investigate whether it is
possible to use affective and linguistic features to automati-
cally identify threads that have a moment of change (RQ1a),
and whether it would be possible to use a similar technique
to predict whether a given post would have a moment of
change (RQ1b).

We divide our features into four main categories:

(1) LIWC-based: Features derived from the Linguistic In-
quiry and Word Count [58], a psycholinguistic text
analysis tool that has been validated for predictive
tasks in a variety of mental health related research con-
texts [17, 22]. We used the 2015 version of LIWC [57]
for our analysis.

(2) Punctuation-based: Features derived from the punc-
tuation used in the forum, such as exclamation points
and question marks.

(3) Metadata-based: Features derived from information
that does not require any analysis of the content of
the text of the posts on the forum.

(4) Mental health language-based: Features derived from
the occurrence of exact phrases typically used in men-
tal health settings.

LIWC-based Features
Following Gilbert et al. [36] and De Choudhury et al [23],
we measured the positive and negative sentiment associated
with the words in a post, as well as counts of anger, swear
words, and intimacy language. Following Sharma et al. [64],
we also implemented a linguistic style matching [51] feature
as a proxy for the overall trust and cohesiveness among the
people in a thread [37, 64], a core part of the forms of social
support that have a positive impact on mental health [46].
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Punctuation-based Features
Following Zubiaga et al’s sequential method for detecting ru-
mors on Twitter [74], we counted the number of punctuation-
level features used in a thread and post, such as the per-
centage of punctuation that consists of exclamation points,
question marks, and periods. We use these features as indi-
cators of questions and exclamations that often occur during
cognitive restructuring [54].

Metadata-based Features
Based on our observation that threads with moments of
change tend to have higher interaction than other threads,
we added the number of posts in a thread and the length of
each post as features to our model. Additionally, following
Gilbert et al. [36] use of variables indicating reciprocity to
predict tie strength, we used the ratio between sent and
received messages as a feature, but for our analysis, we took
sent messages to mean messages in the thread by the OP, and
received messages to mean responses in the thread that were
not from the OP.We also included three features based on our
descriptive analysis of the relationship between location and
moments of change: total number of countries represented
within the posters in the thread, the number of posters from
the same country as the original poster, and the number of
posters with the same gender as the original poster.

Mental Health Language-based Features
Following the use of data from Reddit mental health com-
munities for feature construction in previous work [21, 56],
we created a list of the 250 most popular trigrams and four-
grams from the Anxiety, Depression, and Suicide Watch
Reddit communities in 2015 [10], and counted occurrences
of these common support phrases within each post and the
overall thread. The goal of this feature is to capture phrases
that responders might use when engaging in a cognitive re-
structuring process with an OP. Additionally, following the
use of antidepressant-related language in predicting depres-
sion via public Twitter data [22], we also counted mentions
of names of medication, sourced from the Wikipedia article
that lists all psychiatric medications [2].

6 RESULTS FROM PREDICTIVE MODELS
We now build models for predicting whether a thread or
an individual post contains a moment of change, based on
our pattern-based ground-truth labels. For the culturally
agnostic (CA) data, we construct a dataset with 6410 threads
in the train set, 713 validation threads, and 791 threads in the
test set. For the culture-specific datasets—Indian and non-
Indian—we train on 475 threads each with a validation set
of 53 threads and a test set of 62 threads. We fixed the size
of the culture-specific datasets to the lowest of the Indian

and non-Indian datasets, to allow an equal comparison of
models built using them. Throughout, we use a 50-50% split
between threads with or without a moment of change.

For all three datasets, we evaluated four different machine
learning algorithms. On our validation sets, gradient boost-
ing methods (XGBoost [5]) performed highest out of Random
Forest, Support Vector Machine, and Naive Bayes models.
Therefore, we report results of the XGBoost model in this
paper, using the Area under the Curve (AUC) metric of the
Receiver Operating Characteristic (ROC) for each model on
the held-out test set: an AUC of 0.5 corresponds to a random
classifier and an AUC of 1 corresponds to a perfect classifier.

Thread-level Results
For the thread-level task (RQ1a), we build features for each
thread and consider a classification task of determiningwhether
a given thread contains a moment of change. We consider
three models based on the information that they use: OP-
Only uses only OP’s posts, Non-OP-only uses posts from
responders, and All uses all posts in a thread.

We first report the AUC score formodels trained and tested
on the same demographic. As seen in Table 1, it is possible
to determine whether a thread contains a moment of change,
with an AUC score of 0.88 for the culturally agnostic dataset
with all features. While LIWC acts as a good approximation
for moments of change under the Non-OP-only model, it per-
forms worse under the OP-only model. When considering
only the posts from the OP, metadata features gain impor-
tance, as seen by a bigger increase in AUC score with the
addition of metadata features in both CA and Indian datasets.
Collectively, these results suggest that the language used by
responders (as represented by LIWC features) plays the most
important part in leading to a moment of change. Without
access to responders’ posts, metadata features, such as lo-
cation of the OP or number of words from the OP, become
important to detect a moment of change. These conclusions
also hold when restricting our analysis to only the Indian
dataset, as shown in the bottom panel of Table 1.

Table 2 provides a more granular view of the importance
of difference features for prediction. We measure importance
through a normalized score of the number of times a feature
is used to split data across all trees in the ensemble model.
We find that LIWC-based features associated with sentiment,
affect and intimacy language are the most predictive. Men-
tions of n-grams associated with mental health language are
also predictive. In comparison, metadata and punctuation
features contribute less towards prediction.
To look at cross-cultural differences in characteristics of

threads with a moment of change, we design a classification
task where we train a model on the Indian dataset and test on
the non-Indian test set, and vice-versa. This has the effect of
measuring to what extent predictors of moments of change
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LIWC LIWC + Punctuation LIWC + Punctuation + Metadata LIWC + Punctuation + Metadata + Language
CA Dataset 0.87 0.87 0.88 0.88
CA Dataset, only non-OP posts 0.86 0.85 0.85 0.86
CA Dataset, only OP posts 0.68 0.69 0.81 0.81
Indian Dataset 0.89 0.9 0.9 0.9
Indian Dataset, only non-OP posts 0.97 0.97 0.98 0.98
Indian Dataset, only OP posts 0.78 0.73 0.92 0.93
Table 1: Thread-level AUC formodels trained on the Culturally Agnostic and the Indian dataset. For both, we obtain high AUC
scores (> 0.8) for predicting a moment of change. Models trained on non-OP LIWC features perform better than those trained
on OP-only features, suggesting that responders’ language plays an important role in detecting a moment of change.

Features Culture Agnostic Feature Importances (Thread) Indian Feature Importances (Thread) Culture Agnostic Feature Importances (Post) Indian Feature Importances (Post)
LIWC Features (Per post in sequence) 0.497 0.448 0.525 0.516
Positive Sentiment 0.138 0.136 0.136 0.15
Negative Sentiment 0.114 0.081 0.123 0.124
Affect 0.158 0.176 0.169 0.162
Anger Words 0.053 0.035 0.064 0.063
Swear Words 0.034 0.02 0.033 0.017
LIWC Features (Average over all posts in sequence) 0.26 0.311 0.285 0.286
Positive Sentiment 0.028 0.029 0.022 0.023
Negative Sentiment 0.02 0.036 0.022 0.024
Affect 0.013 0.024 0.023 0.025
Anger Words 0 0.006 0.007 0.016
Swear Words 0 0 0.004 0.003
Intimacy Language 0.134 0.15 0.175 0.157
Linguistic Style Matching 0.065 0.066 0.032 0.038
Punctuation Features 0.034 0.049 0.065 0.05
Exclamation Points 0.006 0.019 0.026 0
Question Marks 0.012 0.007 0.028 0.038
Period 0.016 0.023 0.011 0.012
Metadata Features 0.045 0.062 0.035 0.086
Number of messages in a thread/post 0.024 0.026 0.024 0.04
Average number of words in a post 0 0 0 0
Ratio between sent and received messages 0.005 0.005 0 0.032
Average length of given post 0.015 0.031 0.011 0.014
Total number of countries represented in thread 0 0 0 0
Total number of posters from country of the original poster 0 0 0 0
Total number of posters with same gender as original poster 0.001 0 0 0
Mental Health Language Features 0.161 0.131 0.089 0.063
Number of mental health n-grams, derived from Reddit 0.156 0.131 0.07 0.063
Number of medication words used 0.005 0 0.019 0

Table 2: Importance of features used in thread-level and post-level predictive models as measured by proportion of times each
feature is used to split the data across all trees in XGBoost. Across all settings, LIWC features are the most predictive.

Trained on In-
dian train set

Trained on non-
Indian train set

Tested on
Indian test set

0.90 0.74

Tested on non-
Indian test set

0.68 0.86

Table 3: AUC of thread-level models in non-Indian and In-
dian datasets. Cross- training and testing across cultures re-
sults in a significant drop in prediction accuracy.

can be transferred between cultures. We report results from
the best performing model above that uses features from all
posts. From Table 3, we see that the AUC score when cross-
training drops substantially compared to Table 1, from nearly
0.9 when testing on Indian dataset to 0.68 when testing on
the non-Indian dataset, for a model fitted on the Indian train
dataset. Similar results are obtained for a model fitted using
the non-Indian train set. These results signify the importance
of culture and the lack of universality of markers of moments
of change.

Post-level Results
From thread-level prediction, we turn to the question of
whether the next post in a thread includes a moment of
change (RQ1b). Specifically, given a thread and all posts up
to the Xth post, the task is to predict whether the OP will
express a moment of change in the next (X+1) post. As before
for the thread-level analysis, we consider three data subsets:
OP-only, Non-OP-only, and All.
As seen in Table 4, a prediction model with all features

obtains AUC scores of more than 0.9 in all three data subsets.
When restricting the analysis to an Indian-only model, we
obtain a similar AUC. While these results are aggregated
for predicting a moment of change at any Xth post, we also
study how prediction AUC varies with different X. Setting
X = {2, 4, 6, 8} leads to an AUC of 0.85, 0.86, 0.91, and 0.9
respectively, showing how increased contextual information
from a thread leads to a higher prediction accuracy. Among
the different features, LIWC-based features are the most
predictive, except for the OP-only dataset. As in the thread-
level analysis, this indicates that the language used by the
responders are the most associated with a moment of change.
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LIWC LIWC + Punctuation LIWC + Punctuation + Metadata LIWC + Punctuation + Metadata + Language
CA Dataset 0.91 0.915 0.9 0.92
CA Dataset, only non-OP posts 0.92 0.926 0.923 0.92
CA Dataset, only OP posts 0.7 0.72 0.91 0.93
Indian Dataset 0.92 0.92 0.947 0.91
Indian Dataset, only non-OP posts 0.92 0.92 0.929 0.947
Indian Dataset, only OP posts 0.669 0.74 0.9645 0.927
Table 4: Post-level AUC for models trained on the Culturally Agnostic and the Indian dataset. We obtain higher AUC scores
(> 0.9) than the thread-level models.

Test set Trained on
Indian train
set

Trained on
non-Indian
train dataset

Tested on
Indian test set

0.91 0.55

Tested on non-
Indian test set

0.59 0.93

Table 5: AUC of post-level models in non-Indian and Indian
datasets. As for thread-level models, cross-training and test-
ing across cultures leads to substantial drop in accuracy.

From our feature importance analysis in Table 2, the most
important features across both CA and Indian models are
LIWC-based features on intimacy, affect, and positive and
negative sentiment.

Next, we perform cross-training between non-Indian and
Indian datasets for detecting moments of change in a post.
We report results for the best performing model from Table 4.
As we saw for the thread-level models, cross-training yields
substantially lower AUC scores (< 0.6) than training and
testing on the same population. This shows that features
optimized for a certain demographic do not translate to an-
other, which is consistent with previous literature on the
importance of culture in expression and support for mental
distress [25, 50].
Overall, our models show that moments of change are

predictable and simple features such as LIWC can be used to
detect them. We also saw the importance of culturally-aware
models. We present related design implications for mental
health forums in the Discussion section.

7 GOING BEYOND LIWC: SENTITOPIC
While we were able to detect moments of change in post
and thread-level data with reasonable accuracy, predictive
results do not tell us much about how moments of change
happen over the course of a conversation in a thread. In
this section, therefore, we construct a model that is derived
directly from our definition of a moment of change, rather
than the often difficult-to-interpret machine learning models
that are commonly used for similar tasks. Intuitively, we aim

to build a “SentiTopic” model that extracts topics that caused
distress for an original poster, and track the sentiment of
the OP’s expression towards those topics throughout the
thread, as seen in Figure 1. By tracing a moment of change
back via the posts in a thread, we can track the pathways
of cognitive change in a given thread. Below we present a
method based on topic and sentiment analysis that aims to
develop this understanding and apply it to the problem of
detecting moments of change.

The SentiTopic Model
Given a thread, the SentiTopic model estimates topics and
associated sentiment for each post in the thread. To do so, we
extract topics from the full thread, then assign a topic to each
sentence of a post, and estimate the sentiment associated
with that sentence using VADER sentiment analysis [35].

Extract topics in a thread. First, we tackle the problem
of extracting topics from each post. We utilize linguistic
part-of-speech disambiguation as a preprocessing step and
extract all explicit nouns from each post using the Python
Natural Language Toolkit [15]. Restricting conversational
text to nouns only allows us to focus on the topics or themes
that a person mentions in a post. Given the set of nouns in a
post, we use a pre-trained model, Sense2Vec [67], to embed
each noun as a vector in a common space. We use Sense2Vec
because the model accounts for the parts-of-speech sense in
which words are used. To combine these individual nouns
into topics, we use an iterative clustering algorithm that
combines nouns into clusters until a similarity criterion is
reached. Specifically, we create initial cluster sets such that
for each noun nj in the noun set, we create a cluster of the k
most similar nouns to nj , as measured by cosine similarity.
The result of this clustering is m number of k-sized clusters.

We then increase the quality of these clusters by repeat-
ing two procedures. First, we merge clusters whose average
similarity—as defined by the mean pair-wise similarity be-
tween all noun elements—is less than a pre-specified simi-
larity threshold. We then examine each cluster individually,
and eliminate noun elements whose average distance with
others within the cluster is higher than the same similarity
threshold.
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Figure 1: A simulated example of how the sentiments around individual topics can change over the course of a conversation
in a thread. Each node is labelled as "Topic:Sentiment" corresponding to each post in the thread.

Algorithm 1 Extract-Topics Algorithm
1: For every noun nj in each post, ϕ j ←

Sense2Vec(nj ),nj ∈ Nouns
2: Create clusters of k-nearest nouns for each distinct noun.
3: Repeat until convergence:

•Merge similar clusters (avg. similarity < τ )
•Remove dissimilar words within each cluster (avg.

similarity > τ )

The combination of the procedures above is the Extract-
Topics algorithm (see Algorithm 1). To set the similarity
threshold τ , we computed the average cosine distance be-
tween words in a synonym dataset generated from NLTK’s
WordNet implementation [32], which we found to be 0.42.
We chose k=5.

Assign topics to each post. To apply the SentiTopic
model to the problem of predicting if the next post pj will
contain a moment of change given posts p1,p2...,pj−1, we
first feed the entire thread into the model, extracting from it
topic set T . Then, we match each sentence from each post
in p1,p2...,pj−1 to a topic. Finally, assuming that contiguous
sentences are likely to address the same topic, we assign any
unassigned sentences the topic of its neighbors.

Estimate sentiment for each topic in a post Finally,
given topic labels for each post, we use the VADER tool to
estimate sentiment intensity for each post, separately for
each topic. Thus, the output of the SentiTopic model is a list
of topics present in each post of a thread, and the progression
of the sentiment of those topics through the posts.
To benchmark the SentiTopic model in its effectiveness

in extracting topics, we tested it against Latent Dirichlet Al-
location, a popular technique for topical analysis in clinical

psychology [62]. We used a text summarization implemen-
tation for LDA [26] to output a set of topics for each post.
To evaluate the quality of predicted topic clusters, we tested
LDA and SentiTopic against ground truth topic labels, con-
structed manually by extracting labels for all nouns from a
given post and merging similar nouns. We find that the Senti-
Topic approximates the ground truth topics better: precision
and recall for the LDA model is 0.26 and 0.072 respectively,
while the SentiTopic model yields 0.82 precision and 0.12
recall. Still, recall for the SentiTopic model is low, possibly
because the model discards topic clusters with a single word;
thus standalone topics from posts would not be identified.

Testing on Moments of Change
To detect moments of change in posts, we used two specific
features derived from the SentiTopic model and report results
for the post-level model. The first feature is a binary feature
corresponding to whether the post includes a positive shift
in sentiment towards at least one topic. The second feature
is a vector consisting of the difference in sentiment between
the first and the most recent post by the OP for each of the
detected topics in a thread.

We test themodel on both pattern-based and crowdsourced
ground-truth labels, and across the three culture-specific
datasets. As shown in Table 6, SentiTopic detects moments
of change with nearly 0.7 AUC, which is lower than the
predictive models in Section 6. However, since SentiTopic’s
features are directly derived from our definition of a mo-
ment of change, it yields a simpler and more interpretable
model. Further, it generalizes better across cultures. Under
cross-training, we obtain similar AUC scores (0.67 and 0.66
respectively) when training on the Indian dataset and testing
on the non-Indian dataset, and vice-versa. Higher general-
izability is probably because SentiTopic focuses directly on

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 64 Page 9



Dataset Culturally
Agnostic
Subset

Indian-only
Subset

non-Indian
only Subset

Pattern-
based

0.68 0.7 0.72

Crowd-
sourced

0.72 0.69 0.76

Table 6: AUC of post-level SentiTopic model on different
datasets. While SentiTopic’s prediction accuracy is lower
than the ML-based prediction models, it uses a simpler fea-
ture set and is potentially more interpretable.

changes in relevant topics and sentiment; however, we leave
further evaluation to future work.

Limitations of SentiTopic Model
We consider the SentiTopic model as a first step towards
more robust predictive models and briefly point out avenues
for improvement.

Lack of Granularity of Sentiment. The SentiTopic model re-
lies heavily on the accuracy of estimated sentiment intensity.
Small errors in sentiment can lead to incorrect decisions
in detecting sentiment changes between posts. Evaluating
VADER’s sentiment scores against our crowd-sourced an-
notated sentiment, we find that root mean squared error of
VADER is 1.6, a substantially high error on a [-3,3] scale.
Developing an improved sentiment intensity estimator can
help in improving the SentiTopic model.

Lack of Disambiguation in Embedding. Weused Sense2Vec for
our embeddings, which does not disambiguate the meanings
of nouns, such as the use of the word “bank” to denote a side
of a river as well as a financial institution. Further work may
use the ELMO embedding [59] or a customized embedding
for mental health language to cluster topics more accurately.

Sentence Representation Limitations. Our model extracts only
explicit direct nouns and does not account for direct object
pronouns and indirect objects for creating topics, which
could potentially improve topic coverage.

8 DISCUSSION
Unlike controlled interventions [38, 48], online mental health
forums provide support through organic conversations with
a diverse set of participants. In this paper, we analyzed
one such online forum, Talklife, to understand patterns of
support-giving and how peer conversations can lead to cog-
nitive change for individuals. Among the threads that ex-
hibited psychiatric distress, we found evidence of positive
moments of change. A majority of them, however, do not
lead to a moment of change, which indicates the potential for

improving level of support in online forums. Because these
forums provide large-scale data of support conversations,
studying them can also shed light on cognitive restructuring
processes.
To that end, we proposed a quantitative definition of a

moment of change, operationalizing a psychological con-
cept to a definition that can be utilized for online support
conversations. Based on this definition, we studied two re-
search questions using a dataset of conversation thread on
the online platform. We found that moments of change are
predictable, both at a thread-level and at a post-level. Using
simple features, such as LIWC-based text analysis features,
we were able to predict whether a thread contains a moment
of change. When we switched the task to predicting whether
a given post has a moment of change, the same features were
equally predictive, even without access to any data about the
particular post. Our results for RQ1 indicate that it can be
possible to predict whether a thread will lead to a moment
of change, even before it actually happens. That said, our
results are on a favorable 50-50 sample where there are an
equal number of posts with or without moments of change;
actual forum data will have a skewed distribution where
moments of change are not as common.
In order to understand how moments of change happen,

we built the SentiTopic model that explicitly traces change in
sentiment over different topics, as a thread progresses. The
topic-sentiment summary produced by the model provides
an intuitive understanding of a distressed individual’s trajec-
tory and can be useful for understanding how conversations
lead to cognitive change. While the SentiTopic model makes
progress by outlining pathways for a moment of change and
is also reasonably predictive of a moment of change, we be-
lieve there is a lot more to be done forRQ2 on understanding
conversational pathways.
Throughout, we found that culture matters. By dividing

the dataset into threads started by Indians and by others,
we found differences in how people express distress and
in their patterns of support. Strikingly, a predictive model
trained on Indians seeking support suffers a significant drop
in accuracy when tested on non-Indians, and vice-versa. The
effect of culture is lower for prediction results from the Sen-
tiTopic model, suggesting that the SentiTopic model might
be capturing more stable patterns of cognitive change.

Design Implications
While our results can be broadly used towards enabling
technology-assisted interventions for online forums, we de-
scribe four major design implications that immediately fol-
low from our analysis.

Routing peer attention. Our post-level prediction results show
that prediction of a moment of change is possible, even as
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a thread conversation is active. Given a thread that shows
a low predictive probability of leading to a future post with
a moment of change, forum administrators can automati-
cally route new peers to the thread to increase chances of a
cognitive change for the original poster. Systems that route
attention have been proposed in voluntary work contexts
such as Wikipedia [18]; we believe that a similar system
can also be used to direct peers’ attention to threads that
need them. In practice, our model can be fruitfully combined
with simpler signals such as number of replies to an original
poster.

Connecting peer-based and professional support. Still, peer
support is not always perfect, and does not work for all kinds
of mental distress. Our thread-level model can be used to
identify conversations in the recent past that did not lead
to a moment of change. Such threads can be directed to
trained counsellors or clinical psychologists who may be
better equipped to help the original poster, either on the
forum or through special counselling sessions.

Personalized training for peer support. Ourmodels can also be
turned towards the peer responders. For instance, by looking
at threads with or without moments of change in the recent
past, we can identify peer responders who often participate
in threads that do not lead to a moment of change. Online
forums can design interventions so that these responders are
provided personalized tutorials or short trainings whenever
they login next, based on the topics and threads they have
responded to.

Cross-cultural implications for predictive systems. Finally, we
found significant cultural differences among Indians and
non-Indians, which likely also transfer to other countries
and cultures. When designing predictive systems on mental
health forums, we therefore suggest to explicitly account
for differences in culture, or test separate models with cross-
training before deploying a single one, as we did in Section 6.

Limitations and Future Work
Ourwork has four key limitations. First, cognitive change is a
broad psychological concept.While our definition of moment
of change is easy to operationalize, we believe that it covers
only a specific part of the different kinds of cognitive change
exhibited by individuals.We limited our pattern-based search
to moments in which a poster matched specific regular ex-
pressions. It is likely, however, that people may feel better
without explicitly using one of these phrases, and that there
could be other (potentially culturally bound) expressions
that signify a moment of change. This suggests the necessity
of a deeper qualitative analysis of forum threads to identify
and include these diverse phrases and repeat our predictive
task. Moreover, while we focused on identifying positive

cognitive change on mental health forums, negative cogni-
tive change (in which individuals feel worse, e.g., “thanks, I
feel worse now”) is certainly possible, and the study of what
differentiates those who engage positively and negatively
with mental health forums is a potential future direction.

Second, we emphasized that cognitive change is associ-
ated with a change in sentiment on a topic that the original
poster was distressed about. However, identifying such a
topic is non-trivial and therefore we used proxies based on
sentiment or self-expressed language, which may not neces-
sarily capture the relevant topic of distress. In addition, we
restricted our attention to content that was in English and
in the Latin alphabet. While TalkLife is a primarily English
speaking platform, it is possible that the effects of culture
are much stronger when distress is discussed in different
languages. Third, we constructed a favorable 50-50% split
for threads with or without moments of change. The actual
forum distribution will contain fewer moments of change,
and predictive accuracy will likely decrease in that setting.
Finally, while we looked at the importance of simple n-

gram features for prediction, our work raises the broader
question of what patterns of language lead to a moment of
change. This necessitates a deeper study that we leave for
future work.

9 CONCLUSION
In this work, we examined cognitive shifts on mental health
forums through linguistic, metadata-level, and topic-based
tools. We developed ground-truth datasets that allowed us
to quantitatively analyze moments of change, and developed
predictive models that can detect moments of change with
high accuracy. We also built a preliminary model to explicitly
track topics and sentiments in a thread. While we obtained
reasonable accuracies in detectingmoments of change, we be-
lieve that our work on computationally analyzing cognitive
shifts opens up further questions towards a more granular
understanding of whether and how online peer-to-peer con-
versations are effective in supporting those who seek help
for their distress.
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